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Nonequilibrium molecular dynamics simulation of electro-osmotic flow
in a charged nanopore

Aidan P. Thompsona)

Sandia National Laboratories, Albuquerque, New Mexico 87185

~Received 6 May 2003; accepted 22 July 2003!

Nonequilibrium molecular dynamics simulations were performed for Poiseuille and electro-osmotic
flow in a charged cylindrical nanopore. The goal was to examine any deviations from continuum
flow behavior and to compare and contrast the Poiseuille and electro-osmotic flow situations. The
fluid was composed of cationic counterions and nonpolar monatomic solvent molecules. The
cylindrical surface of the pore wall was represented by a stochastic scattering boundary condition.
The lack of any surface roughness and the computational efficiency of the fluid model enabled the
velocity profile near the wall to be measured at very high spatial resolution. The simulation results
indicate that both Poiseuille and electro-osmotic flow conform to continuum transport theories
except in the first monolayer of fluid at the pore wall. The apparent viscosity in this region was
highly nonuniform and exhibited singularities. Despite this, the viscosity profiles obtained from
Poiseuille and electro-osmotic flow were in good mutual agreement at all locations. The singularities
were caused by a local maximum in the solvent and counterion velocity profiles occurring at the
edge of the first monolayer of liquid. This apparent channeling of fluid near the pore wall has been
observed in previous studies of Poiseuille flow. The exact cause is not clear, but it may be due to
cooperative transport of the fluid molecules facilitated by two-dimensional ordering at the wall.
© 2003 American Institute of Physics.@DOI: 10.1063/1.1609194#
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I. INTRODUCTION

Electro-osmotic flow refers to motion of an electroly
solution along a charged surface in response to an ele
field. This phenomenon has been known since the early d
of surface science. However, it has only recently become
practical interest, due to its usefulness as a method of tr
porting and also separating ionic solutions in microporo
materials and microfluidic devices.

The currently accepted continuum theory of elect
osmotic flow was developed over a century ago by Smo
chowski and Helmholtz and is based on the concept of
diffuse electric double layer.1 The introduction of an insulat
ing solid surface into a polar liquid generally causes cha
separation or the formation of an electric double layer.
immobile charge builds up in the solid at its surface, and
equal and opposite charge accumulates in a layer of fl
adjacent to the surface. This charged fluid layer may
structured, consisting of a thin immobile layer that is tigh
bound to the solid surface and a diffuse mobile layer. It is
response of the charged mobile layer to the electric field
causes electro-osmotic flow. The fluid velocity at the wal
assumed to be zero, and rises monotonically to the maxim
value at the outer edge of the diffuse layer. Beyond this po
the velocity profile is uniform.

In the case of small pores where the diffuse lay
extends over the entire pore cross section, the maxim
flow velocity is reduced due to double layer overlap. Co
tinuum models for this effect were developed by Ri
and Whitehead,2 Gross and Osterle,3 and most recently by
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Pintauro and co-workers.4 These models combine Navier
Stokes, Poisson–Boltzmann, and Nernst–Planck equat
for fluid flow, double layer structure, and counterion tran
port, respectively. A fundamental difficulty with continuum
models is that they can not represent the atomistic orde
of the fluid structure near the solid surface. In the case
pressure-driven flow in pores, atomistic phenomena hav
negligible effect on the overall flowrate. This is because
all but the smallest pores most of the driving force for flow
applied to fluid which is sufficiently far from the wall that
behaves as a viscous continuum. However, in the cas
electro-osmotic flow, the driving force for flow is stronge
very close to the wall and this is also where atomistic effe
are important. For example, the way in which the charge
the fluids partitions between the mobile and immobile lay
strongly affects the overall flow rate. Because the effect
atomistic ordering could potentially be large for electr
osmotic flow in nanopores, rendering the continuum mod
inadequate, it is useful to test these models by direct co
parison with simulations that include atomistic detail.

Methods for treating flow of simple fluids past un
charged solid surfaces using nonequilibrium molecular
namics~NEMD! are now well established.5–9 Most of these
studies have considered either Couette or Poiseuille fl
The general conclusion has been that departures from i
continuum behavior occur only within several molecular
ameters from the solid surface. Beyond that, the obser
fluid flow closely matches that predicted by the Navie
Stokes equation for Newtonian fluids.

More recently, there have been several equilibrium a
nonequilibrium studies of electro-osmotic flow.10–15 Most of
3 © 2003 American Institute of Physics
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these studies used relatively detailed models of the pore
and fluid. The computational cost of these models tende
limit the duration of the simulations. In the nonequilibriu
studies, the relatively short simulation times limited the s
tial resolution at which the velocity profiles near the w
could be measured. Freund14 determined velocity, diffusivity,
and viscosity profiles for the solvent. In that study, the s
vent velocity approached zero at the wall, while the diffus
ity decreased to a low but nonzero value. The viscosity
creased to a large finite value in the 10 Å closest to the w

In order to overcome the limited spatial resolution
previous studies, I have conducted extensive NEMD simu
tions of electro-osmotic flow using a very simple model f
the fluid and pore wall that still captures the essential ph
ics. The model consists of counterions and monatomic n
polar solvent molecules confined within a smooth cylindri
pore. Analogous NEMD simulations were also performed
the case of Poiseuille flow. This allowed the primitive flu
model to be validated by comparison with previous NEM
studies of Poiseuille flow and also enabled comparison of
Poiseuille flow and electro-osmotic flow behaviors.

II. METHOD

Nonequilibrium molecular dynamics simulation wa
used to directly observe electro-osmotic flow in small por
The accuracy of this type of model is limited only by th
force fields used to describe interactions between solv
molecules, counterions, and the pore walls, and the sim
tion size and duration, which are determined by compu
resources and the computational efficiency of the simula
code. This general approach has recently been employe
several other groups.10–14Those studies all used detailed re
resentations of the solvent and pore walls, and this limi
the spatial resolution at which the velocity profile near t
wall could be measured. One reason for this was that
computational cost of the detailed models limited the du
tion of the simulations. Since the velocity profiles are sta
tical averages over the entire simulation, shorter simulati
result in higher statistical uncertainty which limits th
achievable spatial resolution. A second reason was that
location of the solid surface could only be defined in
average sense. In other words, the fluid density did not
come zero at a precise point, but decayed gradually to ze
an angstrom-thick region. While this effect is perfec
physical, it limits the resolution of features in the density a
velocity profiles which depend on distance from the po
wall.

In order to provide a clear picture of what is happeni
close to the walls, I chose the simplest possible phys
model that still captures the essential physics. Both solv
and counterion particles interacted with the Lennard-Jo
12-6 potential,

u~r i j !54e i j F S s i j

r i j
D 12

2S s i j

r i j
D 6G , ~1!

where r i j , e i j , and s i j are the separation, Lennard-Jon
well depth and Lennard-Jones diameter, respectively, for
pair of atomsi and j. The diameters for the solvent an
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counterion were chosen to approximately match the size
the water molecule and the sodium ion, following Gouldi
et al.16 The masses were also taken to be those of water
the sodium ion. The diameter for the solvent-ion cro
interaction was chosen as the arithmetic mean of the s
interactions. The well depth was set tokBT, where kB is
Boltzmann’s constant andT is the temperature of the system
300 K. Each counterion was assigned a charge ofq511e ~e
is the electronic charge!, while the solvent particles were
neutral. In order to approximately describe the polarity
real water, counterion–counterion electrostatic interacti
were calculated using a screened Coulomb interaction,

ue~r i j !5
q2

4pe0e r r i j
, ~2!

wheree0 is the dielectric permittivity of vacuum ande r is
the relative permittivity of the fluid, which was set to 80. Th
numerical values of the force field parameters are listed
Table I.

In order to eliminate uncertainty about the location
the fluid boundary and maximize spatial resolution of t
fluid velocity profile in the vicinity of the wall, the solid–
fluid interaction was represented by a stochastic scatte
boundary condition. The pore wall was treated as an imp
etrable cylindrical wall of radiusRc , aligned with thex axis.
Particles crossing the cylindrical surface located atRa5Rc

2sa/2 underwent diffuse inelastic scattering. This corr
sponded to instantaneous adsorption and desorption of
particles at a perfectly smooth wall located atr 5Rc . The
postcollisional velocity of the particle was generated from
Maxwellian distribution, as derived by MacElroy an
Boyle,17

j15~mv0
2/2kT11!e2mv0

2/2kT, ~3a!

v r52v0Aj2, ~3b!

va5v0A12j2 cos 2pj3 , ~3c!

vc5v0A12j2 sin 2pj3 , ~3d!

where v0 is the postcollisional particle speed andv r , va ,
and vc are the radial, axial, and circumferential postcol
sional velocity components.j1 , j2 , and j3 are three inde-
pendent uniform random numbers on~0,1!. Equation ~3a!
was solved using Newton’s method.

A check for collisions with the wall was performed a
every time step during the particle position update. If t
updated position lay outside the cylinder, the location of
collision event in space and time was estimated by assum
a constant particle velocity during the precollisional porti
of the time step. The correct updated position of the part

TABLE I. Solvent and counterion force field parameters.

Species e ~kcal/mol! s ~Å! q (e) m (g/mol)

Solvent 0.5961 3.2 0 18.0
Counterion 0.5961 1.94 11 23.0
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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7505J. Chem. Phys., Vol. 119, No. 14, 8 October 2003 Electro-osmotic flow in a charged nanopore
was obtained by advancing the particle from the collis
location through the postcollisional portion of the time st
with the postcollisional velocity.

This stochastic scattering boundary condition is sim
to that used by Trozzi and Ciccotti5 and has several advan
tages. It enables the exchange of thermal energy and mom
tum with the wall. It also provides a precise identification
the location of the fluid boundary~although this location is
different for the solvent and counterion species!. Specifically,
the density of each species is a maximum atr 5Ra , and zero
for r .Ra . The main disadvantage is that the wall interacti
is purely entropic, and so it is difficult to directly modify th
adsorption affinity of each species.

The simulations reported here consisted of 1375 solv
particles and 31 counterions in a cylindrical pore of rad
Rc520 Å. The cylinder representing the pore wall was
cated at the center of a rectangular box, with its axis runn
parallel to thex direction, as illustrated schematically in Fi
1. The x, y, and z dimensions wereLx539.52 Å, Ly

580.0 Å, andLz580.0 Å, respectively.Lx was chosen so
that the linear charge density carried by the counterions
equal and opposite to a surface charge densityqw of 20.1
C/m2 on the cylindrical pore wall. Because the electric fie
inside an infinitely long charged cylinder is zero,qw plays no
role in the simulation, other than to indicate the number
counterions in the simulation. The number of solvent ato
was chosen so that the total mass density of the fluid was
g/cm3.

Electrostatic interactions were calculated using PP
Ewald summation, with a Gaussian decay constant ofG
50.288 Å21. The real-space contribution to the Ewald su
as well as all Lennard-Jones interactions, were truncate
10.0 Å. The Lennard-Jones interaction was shifted to rem
the small jump in energy at the truncation point. The rec
rocal space contribution to the electrostatic energy was
culated using a 6315315 mesh. The dimensionsLy andLz

were chosen to be sufficiently large so that the effect
electrostatic interactions between periodic images of
counterions was negligible. This was determined by comp
ing counterion density profiles obtained with successiv
larger values ofLy andLz . This test was also used to choo

FIG. 1. Schematic diagram of the simulation box. The system consiste
positively charged counterions and neutral solvent particles confined b
impenetrable cylindrical negatively charged surface.
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values for other key simulation parameters, including
number of PPPM mesh points, the short-range cut-off d
tance and the box length in thex-direction. It should be noted
that the simulation parameters were optimized for the p
ticular calculations presented in this paper, but they may
unsuitable for other purposes. A considerably finer PP
mesh would be required to resolve the electric field due t
multisite polar solvent. In addition, accurate measuremen
the electrostatic energy would require either larger values
Ly andLz or else a suitable correction for the effect of pe
odic images. The contribution of the wall charge to the el
trostatic energy would also need to be included. These
rections make no contribution to the forces and so were
required in this study.

The temperature of the system was controlled usin
Nosé–Hoover thermostat applied only in they and z direc-
tions, using a coupling frequency of 0.01 fs21. Since the
position-dependent average axial velocity should not be
cluded in the definition of temperature and this was not c
culated until after the simulation was completed, we cal
lated the temperature only in terms of they and z velocity
components. The combination of thermostatting and the
chastic boundary was sufficient to maintain isothermal c
ditions throughout the channel, except in those cases w
the average axial velocity was comparable to or greater t
the thermal speed of the particles, as discussed below.
equations of motion were integrated in time using the vel
ity Verlet scheme, with a time step of 5 fs. All simulation
were performed using the LAMMPS~Refs. 18–20! molecu-
lar dynamics code using two nodes of the Cplant Ross c
ter ~466 MHz Compaq alpha ev6 chips connected
Myrinet!.21 The computational speed was approximately
time steps/second.

The solvent and counterion particles were initia
placed in the simulation box in hexagonal sheets orien
perpendicular to the cylindrical axis. The system was th
equilibrated by running equilibrium molecular dynamics f
50 000 time steps. Equilibrium properties of the system w
obtained by running equilibrium molecular dynamics for
subsequent one million time steps.

In order to observe fluid flow in the pore, an extern
forceFx parallel to the cylinder axis was applied to some
all of the particles in the system. For Poiseuille flow, t
force was applied to all the particles in the system. F
electro-osmotic flow, the force was applied only to the cou
terions. In both cases, the nonequilibrium molecular dyna
ics ~NEMD! simulation was run for 10 000 time steps
allow the flow in the cylinder to reach steady state. Follo
ing this, the NEMD simulation was run for six million time
steps. The particle positions, velocities, and forces w
saved after every one hundred time steps.

In the electro-osmotic flow simulations, the use of
applied field to drive the flow is consistent with the tru
physical situation. In response to a voltage differential i
posed on the ends of a long capillary, the mobile charge
the capillary will quickly arrange itself to create a consta
electric field between the two ends. This field then results
a spatially invariant axial force on all the charged particles
the system. In the Poiseuille flow simulations, consisten

of
an
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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7506 J. Chem. Phys., Vol. 119, No. 14, 8 October 2003 Aidan P. Thompson
with the physical situation is not self-evident. Poiseuille flo
occurs when a hydrostatic pressure differential is imposed
the ends of a long capillary. This then results in a spatia
invariant axial pressure gradient. However, in the simu
tions, the pressure gradient which corresponds to the app
force on each particle is not constant. This point has b
discussed in some detail by Toddet al. I follow their expe-
dient in assuming that the Poiseuille flow simulations
indeed correctly represent the physical situation of Poiseu
flow.

III. RESULTS

A. Equilibrium properties

Figure 2 shows the solvent and counterion density a
function of radial position in the pore, obtained from th
equilibrium simulation. Both the solvent and counterio
have a layer of maximum density at the point of contact w
the wall, Ra (Rs518.4 Å and Ri519.03 Å, respectively!,
with weak layering occurring in the second and subsequ
layers. These profiles can be understood in terms of liq
theory and electrostatics.22 The solvent concentrates at th
wall because this provides the most efficient packing, wh
increases the overall translational entropy of the fluid. T
subsequent weaker layers of solvent are spaced about
solvent diameter apart. Most of the counterions concent
at the wall to minimize the electrostatic repulsion betwe
counterions. Thermal excitation and solvation effects ens
that some of the counterions still reside away from the w
These counterions tend to concentrate in a peak loc
about one solvent–ion diameter inside the nearest sol
layer, where the favorable contacts with solvent particles

FIG. 2. Plot of solvent density~solid line, left axis! and counterion density
~dashed line, right axis! as a function of distance from the center of the po

TABLE II. Average solvent and counterion axial velocities from Poiseu
flow simulations.

Fx

(1012) N/mol
us

~m/s!
ui

~m/s!
m

~mPa s!

0.01 0.6~1! 0.5~4! 0.48~8!
0.10 6.1~2! 5.5~4! 0.45~2!
1.00 62.8~2! 57.4~4! 0.443~1!

10.00 966.0~4! 886.0~20! 0.2881~1!
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maximized. This explains why the distance between the fi
and second counterion layers is greater than that betwee
second and third layers.

B. Average transport properties

In performing nonequilibrium molecular dynamics sim
lations, it is important to use an appropriate value for t
applied field strength. In both cases simulations were p
formed for a range of values. The results of these simulati
are shown in numeric form in Tables II and III. The prima
result from each simulation is the average axial solvent
locity us and the average axial counterion velocityui . These
were obtained by averaging over all times and all particles
that species. Figure 3 showsus and ui versus applied field
strength, on a log–log scale. We can see that in all cases
velocity increases roughly linearly with the applied fie
strength. The statistical uncertainty is independent of the
plied field strength, as it is controlled by the thermal speed
each species. Hence, the relative statistical uncertainty o
measured average velocities decreases linearly with the
plied field strength.

For Poiseuille flow, the solvent and counterion velociti
are identical within statistical uncertainty. The relationship
velocity to applied field strength can be examined mo
quantitatively by comparing with the well-known Hagen
Poiseuille formula for laminar flow in an cylindrica
capillary,23

.

FIG. 3. Plot of solvent~open! and counterion~filled! average velocities vs
applied field strength for Poiseuille~circle! and electro-osmotic~square!
flow. Except where shown, error bars are smaller than symbols.

TABLE III. Average solvent and counterion axial velocities from electr
osmotic flow simulations.

Fx

(1012 N/mol)
Ex

(107 V/m)
us

~m/s!
ui

~m/s!
z

~V!
Di

(1029 m2/s)

1.0 1.036 1.1~2! 2.7~4! 20.15~3! 3.9~6!
5.0 5.182 6.0~2! 14.5~4! 20.165~5! 4.2~1!

10.0 10.36 12.1~2! 29.4~4! 20.165~3! 4.32~6!
20.0 20.73 24.3~2! 59.5~4! 20.166~1! 4.39~3!
50.0 51.82 61.6~2! 158.9~4! 20.168~1! 4.85~1!

100.0 103.6 128.0~2! 365.5~7! 20.1737~3! 5.93~1!
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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us52
Rc

2

8

¹P

m
, ~4!

where ¹P is the pressure gradient along the capillary,
sumed to be independent of position andm is the shear vis-
cosity of the fluid, also assumed to be independent of p
tion. In order to obtain the effective pressure gradient
each simulation, the applied field strength was divided by
average molar volume of 18 cm3/mol. Estimates of the fluid
viscosity were then obtained from Eq.~4!, and are shown in
Fig. 4.

It should be noted that Eq.~4! assumes no slip at th
fluid–wall boundary. In fact, the slip velocity at the wall wa
roughly 50% of the axial velocity at the center of the cha
nel, so that Eq.~4! systematically underestimates the tr
viscosity of the fluid. This effect could be corrected for b
subtracting the estimated slip velocity, which would result
proportionately larger values for the viscosities in all cas
In the following section the local shear stress and strain
were used to calculate the local viscosity, which avoids
need to make assumptions about the boundary position
velocity.

At all but the highest applied field strength, the viscos
is independent of pressure gradient, with an average valu
0.4560.01 mPa s, which is typical for a dense atomic liqu
At the highest applied field strength, shear thinning is o
served. The average flow velocity in this case is 966 m
whereas the thermal speed of the solvent is only 370 m
The next highest shear rate resulted in an average flow
locity of 62.8 m/s, which is well below the thermal spee
and the viscosity in this case appears to match that obta
at lower shear rates, within statistical uncertainty. Hence
find that NEMD simulations in which the average flow v
locity is 10%–20% of the thermal speed provide the b
tradeoff between accuracy and precision. Higher shear r
cause deviations from low-shear behavior, while using low
rates greatly reduces the statistical efficiency. A tenfold
duction in the applied field strength requires a 100-fold
crease in the simulation length to achieve the same precis
The shear thinning that is observed when the streaming
locity is comparable to or greater than the thermal sp

FIG. 4. Plot of viscosity as a function of applied field for Poiseuille flow
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could have several possible causes including lack of ene
conservation in the time integration scheme and a non
form temperature profile.

A similar analysis of the electro-osmotic NEMD simula
tions can be performed. Assuming that the electrical dou
layer is very small compared with the width of the chann
the electro-osmotic flow at a charged surface may be
scribed by the Helmholtz–Smoluchowski equation,1

us52
e0e rz¹E

m
, ~5!

wherem is the fluid viscosity, and¹E5Fx /q is the electric
field gradient parallel to the surface.z is the so-called ‘‘zeta-
potential’’ which characterizes the sign and magnitude of
surface charge.

Assuming a nominal value of 1 mPa s for the fluid vi
cosity, values for the apparentz potential at each applied
field strength were obtained from Eq.~5!. These are plotted
against the applied field strength in Fig. 5. Except for t
highest field, the apparentz potential is independent of th
applied field strength, with an average value of20.167

FIG. 5. Plot ofz potential as a function of applied field for electro-osmot
flow.

FIG. 6. Plot of ionic diffusion coefficient as a function of applied field fo
electro-osmotic flow.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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7508 J. Chem. Phys., Vol. 119, No. 14, 8 October 2003 Aidan P. Thompson
60.001 V. Thez potential for silica glass under typical con
ditions is 20.1 V. The apparentz potential at the highes
applied field strength was higher than the low field valu
This is consistent with the shear thinning that was obser
with Poiseuille flow. As for pressure driven flow, the tran
tion from linear to nonlinear behavior occurs when the flo
velocity approaches the thermal velocity of the fluid.

Finally, the difference between the counterion and s
vent velocities can be used to estimate the ionic diffus
coefficientDi , which is defined by the following constitutiv
relation:

ui2us52
Di

kBT
q¹E, ~6!

whereq is the counterion charge. The ionic diffusion coef
cient for each applied field strength was calculated from
~6!. The results are given in Table III and Fig. 6. The diff
sion coefficient is independent of applied field strength
small field. However, compared to thez potential, nonlinear
deviations occur at lower applied field strength, and dev
tions are more pronounced. This is perhaps due to the
that the counterion velocity is more than twice that of t
solvent and so approaches the thermal velocity at lower
plied field strengths.

C. Local transport properties

In the previous section average transport properties w
presented, obtained by averaging the species velocities
the entire channel cross section. In this section local tra
port properties will be presented, obtained by measuring s
cies velocities as a function of radial position in the po
The analysis was performed for all the applied field streng
that were simulated, but only results for the Poiseuille fl
simulation with applied field strength 1012N/mol and the
electro-osmotic flow simulation with applied field streng
5031012N/mol are presented. As explained in the previo
section, these applied field strengths provide an accurate
scription of the linear response of the fluid while minimizin
the statistical error.

FIG. 7. Plot of solvent~solid! and counterion~dashed! velocity as a function
of distance from center of pore for Poiseuille flow at an applied fi
strength of 1012 N/mol.
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In order to sample the local fluid velocity, the cylindric
volume of radiusRa accessible to particles of each spec
was divided into 50 annular regions of equal volume. T
average square distance from the center axis for these
gions was then taken to be (12 1

2)(Ra
2/50), (22 1

2)
3(Ra

2/50),...,(502 1
2)(Ra

2/50). In order to measure the sli
velocity of particles very close to the wall, one addition
annular region was included, twenty times smaller than
volume of the other regions, for which the average squ
particle position was (20002 1

2)(Ra
2/2000). All the configu-

rations saved during a simulation were used to compute
average axial velocity of the particles located in a given
gion. In this way, the velocity profile for each species w
obtained.

Figure 7 shows the velocity profiles obtained from a P
seuille flow simulation with an applied field strength
1012N/mol. The counterion velocity closely matches that
the solvent, but exhibits greater statistical uncertainty, du
the far smaller number of particles. In the center of the ch
nel, the solvent velocity profile has the parabolic form p
dicted by continuum fluid mechanics. However, near
channel wall, several features occur that are beyond the re
of continuum theory. There is a nonzero slip velocity at t
wall. In a region less than 1 Å thick the velocity increases
rapidly to roughly twice the slip value.

The rapid doubling of the velocity can be understood
considering the infinitesimally thin region adjacent to t
wall. The particles can be divided into two populations: po
collisional particles moving away from the wall and preco
lisional particles moving towards the wall. Because the p
ticles undergo perfect diffuse scattering at the wall, t
former population have an average axial velocity of ze
while the latter have a nonzero average velocity which I w
define asvslip . Since the net flux into the wall is zero, th
two populations must be equal in size, and so the aver
axial velocity at the wall isvwall5vslip/2. The correlation
between radial and axial velocity will decay rapidly wit
distance from the wall and should become small at a dista
roughly equal to the mean free path of the fluid. In den
fluids, the mean free path is a small fraction of one parti

FIG. 8. Plot of solvent~solid! and counterion~dashed! velocity as a function
of distance from center of pore for electro-osmotic flow at an applied fi
strength of 5031012 N/mol.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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diameter, or a fraction of one angstrom. Hence the aver
axial velocity in the very thin region near the wallvwall pro-
vides an accurate measure of the full slip velocity, which
twice the wall value.

Just beyond the point where the full slip velocity
achieved, the velocity profile exhibits a pronounced ma
mum, followed by a minimum. It then becomes smooth
parabolic. This nonmonotonic velocity profile close to t
wall has previously been observed by Traviset al. for Poi-
seuille flow in a slit pore.8,9 This behavior is discussed fur
ther below.

Figure 8 shows the velocity profiles obtained from
electro-osmotic flow simulation with an applied fie
strength of 5031012N/mol. In this case, the counterion ve
locity is considerably higher than that of the solvent. Aw
from the wall, the velocity profiles are almost flat. The sm
residual slope is due to the nonzero density of counteri
extending into the center of the pore. Again we see a nonz
slip velocity at the wall that is roughly half of the full slip
velocity. Both the solvent and counterion profiles exhibi
pronounced maximum and minimum.

In order to compare the velocity profiles with continuu
theory, finite differences were used to calculate the deriva
of the solvent velocity profiles with respect tor, which cor-
responds to the shear rateg rx(r ). The counterion velocity
was not included in the analysis. Because the counterion
locity is always greater than the solvent velocity, it intr
duces a spurious oscillatory contribution to the shear r
proportional to the derivative of the counterion/solvent de
sity ratio. Figure 9 shows the shear rate profile in the fl
under Poiseuille and electro-osmotic flow. Each simulat
was divided into 20 blocks of 150 000 time steps and
variance over blocks was calculated for each data point.
error bars represent the expected standard deviation o
average over the blocks. The two cases appear very sim
Far from the wall the shear rate is negative, with magnitu
increasing linearly withr, consistent with continuum fluid
mechanics. As the wall is approached, the shear rate pa

FIG. 9. Plot of solvent shear strain rate as a function of position for P
seuille flow~top! and electro-osmotic flow~bottom!. The data were obtained
at applied field strengths of 1012 N/mol and 5031012 N/mol, respectively.
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through a minimum, becomes positive, passes throug
maximum and then approaches a large negative value at
tact with the wall. At lower applied field strengths, the she
rates are proportionately small and so the data is noisier,
the same behavior can be observed.

A simple force balance on the cylindrical region of r
dius r allows us to write the following expression for th
average shear stress at pointr in the fluid:

P rx~r !5
1

r E0

r

( Fir i~r 8!r 8dr8, ~7!

whereP rx(r ) is the shear stress acting in the axial directi
across the cylindrical surface of radiusr. Fa is the applied
field acting on particles of speciesa and ra(r ) is the local
density of speciesa at r. In our case, the summation only ha

i-

FIG. 10. Plot of shear stress as a function of position for Poiseuille fl
~solid! and electro-osmotic flow~dashed!. The data were obtained at applie
field strengths of 1012 N/mol and 5031012 N/mol, respectively.

FIG. 11. Plot of reciprocal viscosity as a function of position for Poiseu
flow ~top! and electro-osmotic flow~bottom!. The data were obtained a
applied field strengths of 1012 N/mol and 5031012 N/mol, respectively. The
inset figures show the data points sampled on the range 0–15 Å, plotte
an expanded scale.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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two terms, the solvent and the counterions. The densities
obtained from the profiles shown in Fig. 2. In the case
Poiseuille flow in a slit pore, this type of mean-field expre
sion for the shear stress was found to agree well with
average of the instantaneous stress calculated directly
interparticle forces, while providing much better statistic
precision.24 The resultant shear stress profiles for the t
cases are shown in Fig. 10. The statistical uncertainty in
data is smaller than the linewidths. The Poiseuille sh
stress is essentially linear inr, with some superimpose
weak oscillations due to ordering of the fluid near the wa
The electro-osmotic shear stress increases nonlinearly wr,
as the charge density is higher near the wall.

A local viscositym(r ) can now be defined in terms o
the local shear rateg rx(r ) and the local shear stressP rx(r )
by invoking the linear constitutive relation for momentu
transport in simple fluids, also known as Newton’s law,

P rx~r !52m~r !g rx~r !. ~8!

Figure 11 shows the reciprocal ofm(r ) as a function of
position for Poiseuille and electro-osmotic flow. The two r
sults are remarkably similar. In both cases, the viscosit
constant in the regionr ,15 Å ~Fig. 11 insets!. This indicates
that beyond two monolayers from the wall, both Poiseu
and electro-osmotic flow are well described by continu
mechanics. Averaging over all the data points in this reg
yielded an average viscosity of 0.9260.01 mPa s for Poi-
seuille flow and value of 0.9060.02 mPa s for electro
osmotic flow. The fact that these independent simulation
two different transport processes result in statistica
equivalent values for the viscosity validates the simulat
methodology and analysis.

The microscopic viscosity is higher than the mac
scopic values reported in Table II. This is due to the fact t
the macroscopic calculation included the effect of wall sl
which tends to lower the apparent viscosity.

Since thez potential characterizes the fluid–solid inte
face, it is not meaningful to define a localz potential. It is
meaningful to define a local ionic diffusion coefficient. To d
this, the average axial species velocities in Eq.~6! were re-

FIG. 12. Plot of ionic diffusion coefficient as a function of position f
electro-osmotic flow at an applied field strength of 5031012 N/mol.
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placed by the local values. The resultant plot ofDi(r ) is
shown in Fig. 12. The diffusion coefficient is constant in t
region r ,15 Å, with an average value of 4.9960.02
31029 m2/s. This is very close to the macroscopic val
reported in Table III, despite the fact that the microsco
diffusion coefficient varies strongly in the region near t
wall. The net effect of these variations is almost zero.

IV. DISCUSSION

A detailed analysis of the velocity profiles obtained fro
simulations of both Poiseuille and electro-osmotic flo
through a nanopore showed that the continuum descrip
of these flow phenomena is accurate except in the reg
very close to the pore wall, where the continuum assump
breaks down. At a distance of more than two monolay
from the wall, the local viscosity becomes constant. Mo
over, close agreement was found between the values o
average viscosity in this region obtained from the Poiseu
flow simulation and the electro-osmotic flow simulation.

However, in the first two monolayers, noncontinuum b
havior was observed. This was manifested by regions
negative and divergent viscosity for both Poiseuille flow a

FIG. 13. Overlay of solvent velocity profiles~left axis! and solvent density
profile ~right axis! for the region close to the pore wall. The solid line is fo
pressure driven flow with an applied field strength of 1012 N/mol and the
dashed line is for electro-osmotic flow with an applied field strength of
31012 N/mol. The density profile is given by the dotted line.

FIG. 14. Overlay of counterion velocity profile~solid line, left axis! and
counterion density profile~dotted line, right axis! for the region close to the
pore wall. The velocity profile is for electro-osmotic flow at an applied fie
strength of 5031012 N/mol.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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electro-osmotic flow. The extremely anomalous nature of
viscosity close to the wall is not an artifact of the stochas
scattering boundary that we chose to represent the pore
Qualitatively similar viscosity profiles have been observed
several previous NEMD studies, all of which represented
pore wall using a freely vibrating lattice of atoms.8,9,25

Efforts to resolve the apparent anomalous viscosi
with continuum theory have lead to several proposed mo
fications to Newtonian rheology, including nonloc
generalizations25 and a wave vector dependent viscosit9

However, since the anomalous behavior is obviously due
the underlying atomistic structure of the fluid near the wa
one should not expect continuum concepts such as visco
to apply. Instead, it is helpful to examine the velocity da
directly.

Figure 13 shows the solvent velocity profiles from t
Poiseuille and electro-osmotic flow simulations, expanded
the region near the wall. Overlaid on this is the solvent d
sity profile. Even without correcting for the different stre
profiles, the velocity profiles from the two simulations agr
very closely. In both cases the velocity rises rapidly w
increasing distance from the wall, passing through a sh
maximum, followed by a more extended trough of low v
locity. Beyond this trough, the velocity increases smooth
The peak in the velocity occurs at the edge of the first mo
layer or about 0.6 Å from the solvent–wall contact poi
The trough covers the entire region of depleted density
lies between the first and second monolayers.

Figure 14 shows the counterion velocity profile from t
electro-osmotic flow simulation, expanded in the region n
the wall. Overlaid on this is the counterion density profi
The counterion velocity profile is similar to that of the so
vent. The counterion velocity peak occurs at the edge of
first counterion monolayer and is about 0.6 Å from t
counterion–wall contact point.

This suggests that the variations in velocity are due
the underlying structure of the fluid at the wall. More sp
cifically, the peaks in the solvent and counterion velocit
appear to occur near the outer edge of the first monola
and at a fixed distance from the point of contact with t
wall. It makes sense that particles in this region move fa
than particles closer to the wall, where the interaction w
the wall is stronger. It is less obvious why these particles a
move faster than particles farther away from the wall. T
possible causes are the two-dimensional ordering of the fl
and variations in force density.

The two-dimensional ordering of the fluid in the fir
monolayer may enhance cooperative motion betw
particles, resulting in a higher average velocity compa
to the more disordered fluid farther from the wall. Th
applied force density increases in proportion to the den
of solvent or counterions, and particles experiencing a hig
force density will be less susceptible to retardation
collisions with slower particles that have just collided wi
the wall. This might cause particles in the low density reg
between the first and second monolayers to move m
slowly than particles at the edge of the first monolayer. O
posing this hypothesis is the fact that the location of
Downloaded 01 Oct 2003 to 134.253.26.11. Redistribution subject to A
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solvent velocity peak is identical in both Poiseuille a
electro-osmotic flow, even though the force density profi
are quite different.

The simulations presented here have served to con
the existence of enhanced transport rates in the first laye
fluid, both in Poiseuille and electro-osmotic flow. They al
demonstrate that the effect is a generic property of confi
fluids, i.e., it occurs for both structureless and atomistic r
resentations of the pore wall. Comparison of density profi
and velocity profiles suggest that the enhanced transpo
caused by the strongly two-dimensional ordering of the fl
at the wall, but this has not been conclusively demonstra
One possible way to do so would be to measure velo
correlations between neighboring particles as a function
distance from the wall.

Note added in proof: After completion of the manuscrip
I became aware of an NEMD study of electro-osmotic flo
by Qiao and Aluru.26 Their model and results were similar t
those of Freund.14 They also developed a convenient met
odology for using the velocity profile near the wall obtain
from an NEMD simulation to provide a velocity bounda
condition for continuum simulations of electro-osmotic flo
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